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effects of such projects on smaller rural areas. This paper employs quasi-experimental control group
methods to examine the effects of large dams on county income, population, and industry earnings growth
for dams that were constructed in rural counties during the period 1963-1977. This paper shows that new
dams, generally, have few positive economic effects on the counties in which they are built. However,
dams built to provide reservoirs for recreational purposes are capable of stimulating some rural economic
growth,
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Introduction

New dam construction has played an important part in federal government efforts to improve
natural resource development in the 20th century. Frequently, however, construction is motivated by
societal goals other than optimal resource management or economic efficiency. For instance, dams in the
United States have been built for equity purposes, such as fostering economic growth in lagging or
depressed regions. Well-funded federal programs such as the Tennessee Valley Authority (TVA), the
Economic Development Administration (EDA), and the Army Corps of Engineers Water Resource
Development programs have attempted to enhance the growth prospects of economically distressed and
disadvantaged communities.

Although new dam construction has been an important tool in U.S. regional economic
development policy, its success in generating regional employment and income growth for rural regions
remains, by and large, untested. The objective of this paper, therefore, is to provide a comprehensive
analysis of the regional economic effects of dam projects, in particular the construction of large dams in
relatively rural counties of the United States. This study examines selected dams constructed during the
interval 1963-1977 and provides a detailed analysis of their effects on county income, population, and
industry earnings growth.

This paper uses a technique that is relatively new for regional analysis, the quasi-experimental
control group method (Isserman and Merrifield 1982, 1987, Isserman and Beaumont 1989). The essence
of the method is to carefully and systematically select a control group. This control group consists of a
group of counties whose economic performance provides a baseline measurement for what would have
happened in dam treated counties had a dam not been constructed. Different versions of the quasi-
experimental approach described here have been used previously to measure the economic and spatial
structural changes induced by various investments such as power generation projects (Calzonetti, Allison,
Choudhry, Sayre, and Witt 1989), new coal mining facilities (Isserman and Merrifield 1987), new
automobile plants (Fournier and Isserman 1992), tourisin activities (Isserman and Merrifield 1982;
Isserman 1987), the Appalachian Regional Commission (Isserman and Rephann 1993), and highway
construction (Rephann 1993), but it has never been applied systematically to dams.

This paper is divided into several sections. The first section examines the history or water
resource legislation and evaluation in the United States. In addition, it reviews empirical studies that have
studied the relationship between dams and regional economic growth. Section three introduces and
explains the quasi-experimental control group method. Section four describes the data used in this
analysis. Section five presents the empirical analysis. The paper concludes with a summary and offers
some policy suggestions.

1. The History and Economic Effects of U.S. Water Resource Investments

Water resource agencies in the United States have been established primarily for the purpose of
developing natural resources, improving the environment, aiding defense preparedness, and promoting
economic growth and development. The Army Corps of Engineers of the Department of Defense was
established in 1824 to develop inland waterways. The next major spate of legislation occurred in the 20th
century. The Bureau of Reclamation of the Department of Interior was established in 1902 to provide
irrigation water for the economic development of arid areas. The Tennessee Valley Authority (TVA) was
created in 1933 to provide irrigation, flood and erosion control, and hydroelectric power for the Tennessee
Valley. Flood and erosion control became federal policy concerns with the passage of the Flood Control
Act and the creation of the Soil Conservation Service of the Department of Agriculture in 1936. The
newest federal agency associated with water resource management is the Federal Water Pollution Control
Agency of the Department of Interior. It was established in 1966 to improve environmental quality in
river basin planning. Many other smaller agencies have also been involved in water resource planning.



Billions of dollars and a vast amount of nonrenewable natural resources have been expended in
the development of water resources via dam projects in the United States through these agencies. From
1824 to 1963, total federal investment in water resource projects had reached the sum of 23.5 billion
dollars, with more than one-half of this amount appropriated since 1950 (Haveman 1965). Of the 23.5
billion dollars, nearly 15 billion dollars, or about 65 percent, was invested by the Corps of Engineers. Of
this 15 billion dollars, 23 percent was allocated to navigation projects, 28 percent to flood control projects,
24 percent to multiple-purpose projects, and 24 percent to operation, maintenance and other work.
During the sixties and seventies, the average investment in water resource projects by the Army Corps of
Engineers was more than 2 billion dollars per year (U.S. Army Corps of Engineers 1979).

In addition to the financial costs of dam construction, there are extensive ecological, economic
and social costs associated with the construction of dams. Historically, adverse effects have been difficult
to forecast because the detrimental effects of dam construction are often not apparent until after the dam is
constructed. Studies in this field apply a variety of research methods to attempt to assess these effects.
Social cost-benefit analysis is the most popular technique. Indeed, cost-benefit analysis owes its
continuing refinement and present state of sophistication to the ample research funding made available for
dam project evaluation (Musgrave and Musgrave 1980). According to benefit-cost logic, a project is
justified from a public standpoint if its social benefits exceed its social costs.

The extent to which a project affects local economic development has generally been ignored in
cost-benefit analysis (Attanasi 1975; Cicchetti, Smith, and Carson 1975; Anderson, Miguel, and Lichty
1989). In benefit-cost analysis, the benefits are usually calculated as the incremental national product
created by the project. A project may have a positive impact on the nation and a negative impact on local
economic development simultaneously. Yet, such a project is recommended if the national benefits
exceed the loss and construction costs. For instance, a waterway project may contribute to national
economic development by reducing the cost of shipping bulky commodities such as grain, steel products,
crude petroleum, and coal. This low cost of delivering commodities affects both the selling and
purchasing industries. This initial cost reduction will then create multiplier effects in industries
throughout the nation. Meanwhile, the local economy, the region where the project is located, may
experience negative economic impacts because of the removal of land from possible cultivation or
industrial development and competitive disadvantages created for local industry. In this case, the project
may hurt small rural arcas in the interest of national economic development. Regional distributional
effects such as these have received little attention in the literature.

Indeed, only a handful of studies have even examined the effect of dams on regional economic
growth  Theoretically, dams could enhance regional economic growth by: (1) changing factor
productivity, (2) broadening the range of producer and consumer choice, (3) fostering forward and
backward linkage effects, and (4) creating secondary impacts associated with scale economies These
effects have been documented in a few instances (Knetsch 1964; Garrison and Paulson 1972; Antle 1975;
U.S. Army Corps of Engineers 1979; Badger and Cabbiness 1980; Greenburg et al. 1980; Sander and
Associates 1980; and Clark and Robinson 1987). In most empirical studies, however, water resource
investment has been found to be a poor tool for stimulating local economic growth, particularly for rural
regions (Bower 1964; Howe 1968; Cox, Grover, and Seskin 1971; Eckstein 1971; and Hussein 1981).
Fairly typical is the conclusion of Cox, Grover, and Seskin, who examined the growth implication of large
multi-purpose water projects in 61 northeastern counties during the 1948-1958 period:

" .. it is dubious whether water resource projects serve as a stimulus to economic
growth for the strictly rural counties in the northeastern United States. We must
seriously consider the possibility . . . that water resource developments are likely to be
poor tools for accelerating economic growth of small rural regions of the northeastern
United States."

There are several possible explanations for these findings. First, large water reservoirs are often
the most conspicuous consequence of new dam investment. Yet, water is not usually an important factor



in industrial location decisions because it is often a small proportion of production costs, and it can be
substituted more readily for other inputs (Howe 1968). Second, dams are usually built in rural regions.
These places are less likely to have the potential to attract additional industry because of poor economic
development potential (i.e., weak interindustry linkages, poor infrastructure, and a lower quality of human
resources) (Howe 1968; Cox, Grover, and Seskin 1971; Garrison and Paulson 1972; Attanasi 1975; Evans
and Associates 1980). Third, large dam reservoirs often do not generate substantial direct employment
and sometimes merely remove marginal land from potential agricultural or industrial development.
Finally, these findings may stem from inadequacies of the research designs adopted. For instance, some
studies allow only a few years to elapse before they attempt to assess the economic impact of the new
construction (Evans and Associates 1980). Yet, Attanasi (1975) finds that economic effects are not
evident until much later. Other studies make only a weak attempt to control for various other factors that
account for the much lower levels of growth observed in rural arcas. As a result, misspecification error
may result in downwardly biased estimates of the effects of new dam construction.

2. Quasi-Experimental Control Group Method
2.1 Basic Vocabulary

Quasi-experimental designs are appropriate and useful when a researcher wants to make causal
inferences but experimental control is not feasible. Experimental control requires the random assignment
of subjects to treated and untreated groups. This situation is difficult or expensive to replicate in most
social science research because the collective actions of large aggregates of subjects are involved. The
design used in this study is a specific kind of quasi-experimental method. It combines the inferrupted
time series design and the nonequivalent control group design (Campbell and Stanley 1966). The
strength of the former method is its attention to history as a plausible explanation for the observed effects.
The strength of the latter is its attention to cross-sectional factors. These designs are combined by
carefully selecting a quasi-experimental control group during a calibration period and examining freated
subjects and their control groups for differences in performance during two periods, the pre-treatment and
treatment periods.

Quasi-experimental control group methods are implemented in geographical analysis by
choosing regions (henceforth assumed to be counties) for use as benchmarks to measure the effects of
regional policies. By selecting counties that are similar to a treated county (or counties) on important
socioeconomic characteristics during the calibration period, the researcher gains more confidence that
discrepancies between the treated county and the control group are caused by the policy treatment rather
than these other factors. Control group suitability is formally evaluated using a pre-fest which compares
the performance of the carefully selected control group to a treated county (or countics) during a period
(i.e., the pre-treatment period) before the policy treatment is administered. If this test is passed, a post-
test is conducted which measures and tests for the effect of the policy treatment during the treatment
period. The control group selection process, pre-test and post-test are explained in the following section.

2.2 Control Group Selection

To identify a suitable control group for an individual treated county from a population of n
counties, two sets of information characterized by vectors are used. One vector is termed the vector of
selection characteristics. It is used to select initially the control group. The second vector consists of
growth rates. It is used to evaluate the adequacy of the selected control group with the pre-test and to
measure the economic effect of the policy with the post test. In this study, the first vector consists mainly
of economic variables measured five years before the advent of the policy. These variables will be
discussed in section 3.2. Growth rates are measured by division-level income, earnings, and population
growth rates. These variables are discussed further in section 3.3.

Two different techniques are available for sorting and selecting control counties from the
available county population (termed control reservoir) for each treated county: sequential caliper



matching and nearest available matching. In this study, a combination of sequential caliper matching
and nearest available matching will be used. Each of these methods is described below.

Sequential caliper matching is applied by requiring counties from the population to meet
stringent conditions for each selection variable. These conditions must always be met if a county is to be
admitted to the control group. The selection variables, termed calipers, are defined in such a way that the
difference between a county in the reservoir and the treated county must fall within a certain interval
designated by the researcher. For instance, in order for a county to be eligible for a control group to study
the economic effects of large dams, it must not itself contain a large dam.

Nearest available matching, which uses a distance metric, allows dissimilarity on one variable to
be traded-off for better fit on another variable. To measure similarity, the Mahalanobis distance is used!
(Rosenbaum 1989; Beaumont and Rinderle 1991). Once this calculation is made, counties which were not
removed from the control reservoir by the sequential caliper can be ordered according to their similarity
with a given treated county.

Once control group counties have been assigned, the researcher has two options. One option is to
compare individual treated counties to their respective untreated control groups. This method, called the
one versus group method, has the advantage of allowing the performance of individual treated counties to
be examined and the actual policy impacts to be calculated.? Tt may be needed to assess individual project
impacts or to make inferences about policies in which multiple treatments are not available. Its
disadvantage is relatively poor statistical power when compared to the next method which pools treated
and untreated counties. This method, called the group versus group method, compares a group of counties
receiving similar treatments to a group of untreated control counties. Each treated county is assigned a
unique untreated twin using an optimal matching technique described further in Beaumont and Rinderle
(1990). Optimal matching selects the single best twin for each treated county by minimizing the sum of
pairwise dissimilarity scores taken as a whole.

2.3 Statistical Testing

The hypothesis which states that the control group counties reflect what happened to the
treatment county prior to the treatment can be tested. Two types of statistical significance, univariate
significance and global significance, can be distinguished. The former refers to differences in particular
growth rates. It can be used to make inferences about particular sectors in the vector of growth rates.
Global significance indicates differences in the entire vector of growth rates. It can be viewed as an
overall test of control group fit. The global test used here is determined by aggregating univariate
significance test outcomes and using a binomial distribution. For instance, if the chosen global
significance level is 0%, the probability of having x univariate statistical significance outcomes in n trials
can be determined from the binomial distribution with probability level o3

In this paper, the type of test used to determine univariate statistical significance will vary
depending on whether the group versus group or one versus group is employed. The first will be used to
test primarily for overall economic effects. The second will be used to examine individual cases in which
the group versus group method cannot be applied, such as when there are few treated counties with
similar treatments. The drawback of the latter statistical tests is that fewer observations imply less
statistical degrees of freedom and less statistical power.

The primary difference in the statistical tests for the two methods detailed here is the stringency
of their parametric assumptions. In the group versus group method, univariate statistical significance is
determined by the test statistic based on a comparison of mean growth rates. This difference of means test
is a parametric test based on a student's t distribution. In contrast, the one versus group univariate
statistical significance is determined by a nonparametric rank test of growth rates. This choice of test was
dictated by previous studies which showed that county control group growth rates were not normally



distributed (Isserman 1987; Rephann 1993). Because of the weaker assumptions about the distribution of
behavioral variable growth rates, a nonparametric statistical test will result in more robust tests and
stronger statistical power.

3. Data
3.1 Study Units

The spatial units used for this analysis are 3,097 counties in the United States. The use of county
units is motivated by several considerations. First, socioeconomic data are more readily available for
county units than other small government units. The primary source of data used in the empirical work is
the Bureau of Economic Analysis' Regional Economic Information System. The series used contains data
for personal income and earnings for each county disaggregated to the one digit industry level for the
years 1950, 1959, 1962, 1965-84. Second, most dams are large projects and create sizable reservoirs that
fit more easily into county boundaries than smaller jurisdictions such as Census Minor Civil Divisions or
Census Tracts. Third, a county is an adequate conceptual regional unit for use in rural and
nonmetropolitan analysis. Non-metropolitan regions do not normally cross county boundaries like
metropolitan regions (which are aggregates of counties). Finally, counties are small enough to allow
substantial heterogeneity among the types of study units. In particular, using county units allows rural
regions to be distinguished from more urbanized regions.

3.2 Selection Variables

Selection variables (see table 1) are used to obtain a control group or county match for a treated
county. Five types of variables are described here: (1) a variable indicating the presence of a policy
treatment (i.c., the construction of a large dam), (2) a distance variable indicating proximity to other
counties, (3) a variable indicating the degree of county rurality, (4) a data suppression indicator, and (5)
an extensive list of selection variables based on regional economic theory. Each of these categories is
described in more detail below.

The first four categories are calipers. As described earlier, they impose stringent conditions on
the composition of the control group. In order to be included as a potential control county, a county must
meet the condition described by the caliper. The first caliper guarantees that the control group will not
have another large dam within its county boundaries. The dam treatment caliper removes those counties
that have dams with capacities larger than 50,000 acre-feet, a size designated "large" by the Geological
Survey (U.S. Department of the Interior). The second caliper removes counties in close proximity from
the treated county. The third caliper eliminates counties with too much missing data. Those with
suppressed data will only be permitted entry into the control group when the same variables are
suppressed for the treated county. This caliper is needed because thc Mahalanobis metric (used for
calculating a similarity measure using variables in the fifth category) cannot be computed if one or more
counties have missing data for any of the selection variables. The fourth caliper removes very urbanized
metropolitan counties on the basis of rural-urban classification codes used by the U.S. Department of
Agriculture (USDA 1987).

The final variable category, used in the Mahalanobis calculation, consists of regional growth
determinants. The selected variables reflect several different determinants of regional economic growth,
including industrial structure, market demand, urbanization and density, spatial context, and prior growth
(Rephann 1993). Industrial structure is measured by income shares for farming, manufacturing, federal
civilian, federal military, and state and local government. A category called other industry (which is total
earnings minus earnings of all industries not suppressed) is created for all industries with suppressed data.
These variables are the only ones for which data suppression is not a serious problem. In addition to these
variables, a coefficient of specialization, which measures the degree of county industrial specialization, is
used in the one versus group method. Two population potential variables and per-capita personal income
are used as proxies for county market demand. Urbanization is measured by the common logarithm of



county population and county population density. Spatial context refers to the location of a given county
with respect to cities of various sizes (based on 1960 city populations). The growth rate of personal
income and the growth rate of population are used to measure prior county growth. Finally, the state and
local government earnings per capita is a proxy to measure the effect of state and local government
expenditures on the county's economic growth.

3.3 Growth Rates

This study uses growth rates calculated using county level personal income and earnings data
available at the division level for the years 1950, 1959, 1962, and 1965-1984 to measure county
performance. The variables and their abbreviations are listed in table 2. Total income is calculated by
subtracting residence adjustment, and social insurance payments from total earnings and adding
dividends, interest, rent, and transfer payments to the total earnings. Total carnings is the sum of wages,
salaries, and proprietors income. The residential adjustment is income attributed to commuter flows. It is
the difference between the earnings of people who live outside the county but work inside (i.e., income
that "leaks” out of the coun?r) and earnings of people who live in the county but work outside (i.e., income
"injected" into the county).” Since the BEA annual income data is not continuous until 1965, the period
1959-62 is used as the pre-treatment period, the year 1962 is selected as the base impact year (the year
before construction activities begin), and 1965-84 is the treatment period.

3.4 National Dam Characteristics

Information about counties and their dam inventories will be used to select the treated counties
for this study. Among the characteristics used in this study are the dam's capacity, its primary usage, its
location, and its construction year. The capacity of a dam refers to its maximum reservoir storage
measured in acre-feet. According to the Geological Survey, a maximum reservoir storage in excess of
5,000 acre-feet constitutes a normal capacity dam. Dams with normal capacity are further divided into
three different size classes: small (capacity between 5,000 and 25,000), medium (capacity between 25,000
and 50,000), and large (capacity of more than 50,000).

According to the National Inventory of Dams Data (1983), 68,225 total dams existed in the
United States in 1990 (inclusive of Alaska and Hawaii). Of this total, 65,596 dams have a capacity less
than 5,000 acre-feet. Of the remaining dams, 1,391 are small, 357 are medium-sized, and 881 are large.
The regional distribution of large capacity dams in the contiguous states is shown in figure 1. Large dams
are found in nearly every state, but large pockets of concentration are in northern California, Washington,
northern Minnesota, northeastern Texas, and the Tennessee Valley. These dams were completed during
the period 1874-1981. Figure 2 shows that the highest rates of dam completion were achieved during
Roosevelt's New Deal and the post-war years. Dam completion dropped off dramatically during and
immediately following World War II because of resources being diverted into the war effort. Another
descent, during the 1970s and 1980s, may signal the end of an era of large dam construction. As figure 3
shows, dams have been built to serve a variety of functions, but the most common purposes are irrigation
(I), flood control (C), hydroelectric purposes (H), and water supply (S). Less than 1/4 of all large dams
are constructed for water supply (S), navigation (N), recreation (R), or other purposes (O=other, D=debris
control, P=fire protection).

3.5 Case Study Selection

Selecting the dam treated counties to study involves several restrictions. First, each study county
must have a recently constructed large dam. Large dams are analyzed becausc one might expect them to
have the largest measurable impacts. In addition, lowering the capacity constraint would rapidly deplete
the population of untreated counties because so many counties have smaller dams. Second, a large portion
of the reservoir must be located within the treated county. This restriction reduces the possibilities of the
water reservoir being located in adjoining counties and the impacts occurring there instead. Third, all
study counties must have dam construction completed within the period 1968 to 1977. This decision is



made in order to prevent the onset of construction from contaminating the pre-tests, maximize the
number of dam-treated counties, avoid income data discontinuities, and still have enough years for post-
test analysis. Fourth, the treated counties must be located in nonmetropolitan areas or in metropolitan
areas of less than 250,000 population as of 1983 (USDA 1983). This rule is imposed because the primary
objective of this study is to evaluate the effects of dams on rural economic development. Fifth, study
counties are not permitted to have prior large dams in order to prevent the possibility of post-test
contamination by other dam treatments. Finally, counties with missing data for four or more income
categories are dropped in order to avoid an excessive amount of data suppression which would impinge on
the ability to make post-test inferences. After these restrictions are imposed a group of 65 treated counties
was identified. This list of counties along with selected characteristics of the corresponding large dams
are shown in the appendix.

4. Results
4.1 Group Versus Group Analysis

This section compares the growth of the 65 dam treated counties to their untreated twins. This
analysis may lead to a general understanding of the overall impacts of dams on the county economies.
Table 3 reports the results of a pre-test for the twenty sectors. It shows that the dam counties diverged
from their untreated twins during the 1959-62 pre-treatment period for two sectors, residence adjustment
and federal, civilian government. The greatest concern is that these differences are somehow connected to
the early onset of dam construction impacts and that improper dam construction beginning dates have
been identified for counties used in the analysis. The pre-test results suggest otherwise. If construction
workers were incommuting to these predominantly rural counties then a negative (not positive) residential
adjustment effect would occur. The federal government effect is unlikely to be associated with federal
government personnel involved in construction because employees involved in dam construction are
largely drawn from the private construction and federal, military sectors. Federally financed dam
construction is either contracted out to private companies or performed by the Army Corps of Engineers.
Finally, if the federal government difference were connected to construction, then it is unlikely that the
effects would stop in 1962. They would continue into the treatment period. As will be shown below, no
such thing occurs. For these reasons, the significant differences are probably linked to random events.
This conclusion is reinforced by the global statistic result. It shows the number of pre-test divergences to
be less than four, the critical threshold for global pretest failure at the 5% level. Therefore, the treated
and matched counties are similar and one may proceed to the post-test.

The effects of dams on industry income during the treatment period are shown in table 3 and
figure 4. The presence of a large construction bulge towards the beginning of the construction period
(1963-77) is strong evidence of dam construction and suggests that the quasi-experimental method is able
to detect the effects of the infusion of large expenditures in small economies. The height of construction
for most of the dams in the treated group appears to occur in 1968. During this year, construction
experiences a large, positive, and statistically significant impact, indicating that construction activity
accelerated. Dam construction does not result in total personal income impacts because of the absence of
more broad-based industry impacts and a large and statistically significant negative effect on transfer
payments. Since the bulk of the transfer payments category consists of payments to retired and disabled
people, this result (coupled with a negative but statistically insignificant population effect), suggests that
older residents are moving outside the county. Older residents might have cause to outmigrate if they are
displaced by the new dam construction. This conclusion seems plausible because farming is more
prevalent among older generations in rural America and vast areas of marginal farmland are eventually
immersed by large reservoirs.

During the post-construction period (1978-84), the negative transfer payments effect is sustained,
but there are few other noteworthy impact results to report. Only two other sectors, agricultural services
and other and federal, military exhibit statistically significant effects, but neither result continues for long
and each is probably a random occurrence. Other sectoral differences, such as mining, manufacturing,



and construction, are of a large magnitude but not statistically significant. Therefore, one might conclude
that, in general, large dams do not have substantial effects on the rural county economies where they are
located. They generate no additional industrial activity beyond the construction period. Perhaps, the most
noteworthy effects occur as a result of the new dam construction. Dam construction generates some
additional construction earnings for county residents. But, even here, the most substantial positive
impacts may accrue to other counties. Earnings may be spent in other counties, accounting for an absence
of secondary sector impacts, and dam construction displaces older residents in the county who, in many
instances, may choose to establish domiciles outside the county.

Alternative explanations can be offered for the inconsequential findings. As several researchers
have argued, the effects of new water resource investment may be influenced by the circumstances in
which the dams are constructed. Therefore, group versus group comparison of means may mask
substantial sample heterogeneity. Previous research suggests that dam and regional characteristics may
have a bearing on the final impact estimates. For instance, economists have observed that physical
infrastructure investments are more likely to lead to production improvements when they are built in more
urbanized regions or areas with prior development potential (Rowley, Grigg, and Rossi 1990). Dam
characteristics may affect the magnitude of dam impacts in several ways. First, since dams are built for
different uscs, they may have linkages with different sectors. For instance, navigation dams facilitate
waterway transportation, power generation dams create some public utility employment, irrigation dams
may result in greater agricultural productivity and output, recreation dams could influence sectors that are
related to tourism, such as services and retail trade, etc. When these results are averaged, the industrial
effects may be canceled out. Second, the size of the water reservoir created by the dam will determine its
displacement effect and may affect its usefulness for industrial development. Third, the dam completion
date may affect county development potential for the period of analysis used here. A dam completed
toward the end of the construction period (e.g., 1975), ceteris paribus, would have less time for affecting
county development than one built much earlier (e.g., 1963).

In order to explore the relationship between these factors and overall county effects, a
multivariate regression is performed. The dependent variable in this regression is the growth rate
difference between treated counties and their untreated twins for total personal income. The dependent
variables are the level of county economic activity (proxied by the log of county total personal income),
primary and secondary6 dam uses, dam age, and dam reservoir size. The results, shown in table 4,
indicate that only two variables are associated with total personal income differences. The negative and
statistically significant coefficient on LTOT (log of county income) suggests that large dams are
potentially disruptive for counties with more economic activity. The construction of large dams may
consume land that would, otherwise, be available for agricultural or industrial development. The positive
and statistically significant coefficient for REC (primary or secondary recreational purpose) suggests that
dams that are constructed with recreational uses in mind are more likely to have measurable overall
effects on their county economigs. In order to explore this possibility further, the next section examines
the results of a single county where dam construction was motivated by recreational development.

4.2 One Versus Group Analysis

Silver Lake Dam in Belknap County, New Hampshire, is a fairly rare type of large dam. It was
the only dam in the 65 county sample that was constructed with the primary purpose of creating a
reservoir for recreational usage. Belknap County is a predominantly rural county located in the central
part of New Hampshire, approximately 80 miles north of Manchester. According to the previous
exploratory results, these characteristics suggest that Silver Lake Dam is more likely to have a measurably
positive effect on the county economy. To study this, a control group of forty counties was formed to
provide a benchmark for the growth and development of Belknap.7

Table 5 shows that the control group grew reasonably similar to Belknap during the pre-
treatment period. Only one sector, wholesale trade, was significantly different. This result is probably a
random occurrence and suggests that the control group provides an adequate fit for treatment period



analysis. The treatment period effects of the Silver Lake Dam on industry income are shown in table 5
and figure 5. Since the dam and reservoir were completed by 1975, the construction bulge during the
period 1973-75 probably marks the construction stimulus. Although this result is statistically significant,
it should be recognized that the one versus group is less able to distinguish statistically significant
differences than the group versus group method. In line with the previous findings, the construction
stimulus does not appear to be connected to substantial effects in service and retail trade industries.

The post-construction period is characterized by several strong effects. First, a relatively small
but statistically significant negative farm impact suggests that agricultural activity was displaced by the
large reservoir. The manufacturing sector is also affected negatively. However, these negative impacts
are offset by much larger positive effects to tourism-related sectors, including retail trade, services, and
construction. Large transfer payments and dividends, interest, and rent impacts stand in stark contrast to
the findings in the group versus group analysis and suggest (along with positive population impacts) that
recreational reservoirs attract older and more affluent residents. Overall, Belknap County's economy
appears to have benefited from its new large recreational dam and reservoir. In 1984, 79 million
additional dollars of personal income may have been generated as a result.

5. Summary and Conclusion

Dam construction has played an important role in American economic development. Towering
structures such as the Grand Coulee and Hoover dams serve as national landmarks. They testify to the
increasing role of federal government agencies in planning and managing national resources through the
20th century. Numerous studies have examined the economic and ecological effects of large dams on the
national landscape. Indeed, social cost-benefit analysis owes its development to the lavish funding of
government agencies for dam feasibility studies. However, because these dams are often of greater
national than regional importance, socioeconomic analyses typically ignore the effects of large dams (and
their reservoirs) on the economies of their immediate regions. This oversight is unfortunate because dam
construction has played such a prominent part in federal regional economic development initiatives, most
notably the Tennessee Valley Authority. In order to understand the effect of such programs on rural and
lagging regions and to understand the viability of this economic development strategy for newly
industrializing countries, more thorough assessments are needed.

This paper fills in one piece of the regional development picture. It provides a comprehensive
analysis of the effects of large dams on county income and earnings growth. Using quasi-experimental
control group methods adapted for geographical analysis, it shows that large dams, generally, have few
economic effects on the counties in which they are built. The largest effects are a direct consequence of
the dam construction and may partially benefit counties other than where construction occurs.
Detrimental effects may occur in counties where the dam results in the displacement of older residents and
agricultural activity. The detriment may be even greater in counties with larger populations. Perhaps, the
only dams likely to result in local growth are those constructed for recreational purposes. In rural counties
with recreational development potential, a new recreational lake created by a large dam can mean
additional income through tourism-related industries and the attraction of new residents.
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Endnotes
1 The Mahalanobis distance may be expressed as follows:
dX7.X;) = X -XpT 871 X7 -X)

where:
d(XT.X]) is the distance between the vector of selection variables for the treated
county and county i.
S is the sample covariance matrix of the counties in the control reservoir.

2 One versus group examines the performance of a single treatment county versus a group of control
counties. The economic impact of a treatment is calculated as the difference between the treatment county
growth rate for a particular industry and the average growth rate of the control group counties for that
industry. This difference is multiplied by the income level for the base year (starting year of the dam
project). In other words, the sectoral economic impact is calculated as the difference between the actual
income in the treated county and the estimated income with the control group:

Lit = Yj¢ - 1ic YiB = (tiT Tic) YiB

where:
I is the impact.
i refers to an industry.
t refers to time period.
c is the control group.
B is base year.
r is average growth rate.
T refers to the treated county.

3 The binomial distribution is as follows:
bx;n,a) = (nx)ocx(l-oc)n'X x=0,1,2,...,n

where:
o=significance level (0 <a <1)

4 When measuring a county performance, the residential adjustment income category is treated
differently than other income categories because it may have negative values. A negative residential
adjustment occurs when the county on balance has a net outflow of commuters' income. The problem
arises in impact calculation when the residential adjustment has a negative value.  For example, a
residential adjustment of -$0.5 million in one year and +$1 million the next year implies a rate of change
of -300% but, in real terms the actual income increased by $1.5 million. To deal with this problem, the
change in residential adjustment's share of earned income is used for calculation of both the treatment
effect on residential adjustment and statistical significance tests of the effects (Rephann 1993). In case of
no treatment, the treated county's residential adjustment share would have changed by the average change
for the control counties. Therefore, in one versus group application the residential adjustment impact can
be calculated by subtracting the average change in share for the control group from the treatment county's
residential adjustment share. Pairwise matching application uses the residuals obtained from subtracting
the change in residential adjustment share for the treated county from the change in the share for the
county match.

5 Due to the lack of data on the beginning of construction, it is assumed that the maximum time for a
dam construction is 5 years. This decision was made on the basis of several telephone interviews made
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with major dam operators. It was determined from these conversations that dam construction is normally
completed within 5 years of the starting date. Therefore, most of the study dams should have started
construction after 1962.

6 Dams were constructed either for a single purpose (a specific usage) or for multiple purposes (two or
more usages). For instance, a dam constructed for irrigation purpose but also used for recreational

activities is a multi-purpose dam. Its primary purpose is classified as irrigation. Its secondary purpose is
recreation.

7 In designating the size of the control group for the one versus group method, two considerations must
be balanced. Smaller control groups are more similar to the treatment county. On the other hand,
smaller control groups also mean that fewer observations are available for statistical testing. Because of
these conflicts, control group size should be determined by deciding the optimal trade-off between size
and similarity. Two methods for selecting control group size have been used in quasi-experimental
control group research: (1) the fixed size rule and (2) the flexible size method. The former method
designates a uniform designated size to be applied when searching for any control group (Rephann 1993).
The latter method may be obtained from information derived from a variety of sources (e.g., rates of
similarity changes, pre-test information), but there is no pre-determined control group size (Isserman and
Merrifield 1982; Isserman and Merrifield 1987). Basically control group size is determined endogenously
by the procedure used. For this study, a fixed size rule is used. Following the convention of Rephann
(1993) a control group of forty counties is selected for Belknap County.
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